
Persuasive Dialogues in an Intelligent Tutoring
System for Medical Diagnosis

Amin Rahati and Froduald Kabanza

Department of Computer Science,
University of Sherbrooke

Sherbrooke, Qubec J1K 2R1
Canada

{amin.rahati,kabanza}@usherbrooke.ca

Abstract. Being able to argue with a student to convince her or him
about the rationale of tutoring hints is an important component of ped-
agogy. In this paper we present an argumentation framework for imple-
menting persuasive tutoring dialogues. The entire interaction between
the student and the tutoring system is seen as an argumentation. The
tutoring system and the student can settle conflicts arising during their
argumentation by accepting, challenging, or questioning each other’s ar-
guments or withdrawing their own arguments. Pedagogic strategies guide
the tutoring system selecting arguments aimed at convincing the student.
We illustrate this framework with a tutoring system for medical diagnosis
using a normative expert model.
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1 Introduction

One of the key problems in the development of an intelligent tutoring system
(ITS) concerns the implementation of the verbal exchange (i.e., a dialogue) that
takes place between a student and the ITS. A dialogue determines what the
ITS tells the student, when and how, to support her learning process in the
most effective way. Some approaches implement ITS dialogues using finite state
machines (FSM) [1, 2]. Other approaches use dynamically generated dialogue
structures, by using automated planning techniques [3, 4]. In these approaches,
the requirement for the ITS to persuade the student is not formally acknowl-
edged. Such a requirement can be implemented by adopting a formal framework
of argumentation for the implementation of dialogues between the ITS and the
students. A number of such frameworks has been developed, including applica-
tions to decision support systems [5–9].

Some ITS involve argumentation as the content of the learning material, for
instance to learn skills of argument reasoning by analyzing arguments. In par-
ticular, LARGO is a system used to train students on acquiring argumentation



skills [10]. LARGO has a graphic interface through which students can repre-
sent or visualize arguments they make and their relations. It can also provide
feedback to students on their construction of arguments. However, in those ITS,
which teach argumentation, argumentation is not involved as a pedagogical tool
aiming at persuading the student on the rationale of the interventions made by
the ITS to support her in her learning process.

In this paper we present a general approach for implementing persuasive
tutoring dialogues. In our approach, every action performed by a student trying
to solve a problem is considered as an argument. The ITS intervenes to help the
student also by making arguments. Errors made by the student are considered
as a disagreement and the ITS tries to help the student remedy them through
an argumentation.

The framework is composed of three key components. The first component
is a language for defining dialogue moves between the ITS and the student. A
typical dialogue move specifies the content of an argument or a propositional at-
titude in the exchange of arguments (e.g., accepting the interlocutor’s argument
or withdrawing owns argument). The second component is a protocol regulating
the moves and conveyed constraints on allowed move sequences in an argumenta-
tion dialogue. The third component is an argument generator used by the ITS to
decide arguments to use which are persuasive for the student. We use Walton’s
argumentation theory ( [8]) to model arguments, challenges to arguments and
acceptance of arguments. We integrate this theory with the notion of preference
among arguments [11], making it possible for the ITS to make decisions on the
most convincing arguments. Higher level strategic rules ( [12]) are also involved
to select arguments based on a pedagogic goal.

The remainder of this paper is organized as follows. In the next section we
start by introducing TeachMed [1], a medical diagnosis ITS, which we use as
a testbed to illustrate our argumentation framework. This is followed by de-
scription of the argumentation framework. We then give an illustration using
TeachMed testbed. We conclude with a discussion on related and future work.

2 Argumentative TeachMed

In TeachMed, a student starts by selecting a virtual patient having a particular
disease with the objective to generate a correct diagnosis. The student makes a
diagnosis by performing an investigation. To formulate some initial hypotheses
she starts asking queries to the virtual patient about the different symptoms,
life style and family background. She can also make queries in terms of a phys-
ical exam on a 3D model of the patient (e.g., reflexes) or in terms of lab tests
(e.g., blood samples). Queries and tests are selected from a list including noise
queries. Each query has an answer specified in the virtual-patient model, which
includes his vital signs, symptoms and results of lab tests or physical exam. As
more queries are asked, she will eliminate some hypotheses, strengthen others
and generate new ones. This process continues until she can narrow the list of
hypothesis down to one or two –that is, the final diagnosis. The challenges in



solving this type of problems involve deciding what evidences to observe and how
observe it, and determining the list of hypotheses that best explain the observed
evidences. The queries and the differential diagnosis generation are the student’s
diagnosis (problem solving) actions. We also have student’s utterance actions,
in the form of requests for help or replies to utterances from TeachMed.

To implement our approach, we modified TeachMed architecture [1], by ex-
tending the user model to store the student’s order of preferences concerning the
decision making parameters for making diagnostic actions and utterances. The
original model only recorded the student’s diagnosis actions. The student’s ac-
tions are now recorded as arguments. We preserve the use of an influence diagram
(ID) to model the expert knowledge - the ID represents the causal relationship
between symptoms and diseases and the utility of queries. The pedagogic model
is now replaced by the argumentation framework.

3 The Argumentation Framework

The entire session of a student learning to diagnose a case is considered as an
argumentation between the student and the ITS. Whenever a student performs
a diagnosis action, TeachMed interprets the action as an assertion which the
ITS tries to reject if it can. An assertion will be rejected if the pedagogic model
finds a convincing argument against it. This is done based on the information
provided by expert model, the commitment store and the dialogue history. For
instance, if a student asks a query which is irrelevant to the current differential
diagnosis –for instance the value of information for the query is low, according
to the ID expert model– the pedagogic model calculates a convincing argument.
Then TeachMed tries to reject the query by initiating an argumentation phase
during which TeachMed. During this phase, the student’s actions will be utter-
ances constituting replies to TeachMed’s utterances. These utterances may be
arguments, counter arguments, withdrawal of arguments, and acceptance of ar-
guments. The student may also proactively requests help. This too triggers an
argumentation phase during which the dialogue moves are utterances.

At any point during the interaction, each arguer is committed to some argu-
ments. For the student, theses include the set of gathered evidence and the set
of hypotheses. For TeachMed, they include the set of hypotheses explained by
the ID expert model from the evidence gathered by the student. Commitments
also include arguments asserted during verbal exchanges. They are updated de-
pending on the performed actions. A structure called the “Commitment Store”
keeps track of the current commitments. It is a list of pairs (argument, arguer).

To have a formal argumentation framework modeling the interactions be-
tween the student and the ITS, we need a language for modeling the content of
arguments and the exchange –or communication– of arguments.

3.1 Domain Definition and Communication Language

Following [13], we define the language at two levels, namely the domain level and
the communication level. At the domain level, the language provides a syntax



and semantics for arguments. At the communication level, the language defines
primitives for move types - propositional attitudes– that are available for ex-
changing arguments.

An argument is a premise and a conclusion, where the premise is a con-
junction of propositions and the conclusion is a proposition . A move type is a
template operator described by a precondition (conjunction of predicates) speci-
fying when the move is feasible –it specifies the conditions that the commitment
store and/or the dialogue history must satisfy for the move to be applicable–
and an effect specifying the update of the commitment store and the dialogue
history. Figure 1(a) illustrates examples of move types: Open, Close, Assert,
Accept, Withdraw, Reject, Challenge, and Question.

An arguer commits to an argument by asserting the argument or accepting
it [14]. Arguers are not limited to committing to only what they believe or to
believe what they commit to. Adopting the concept of a commitment store helps
us avoiding the complexity and inefficiency regarding the use of a belief update
framework in dialogue modeling [15]. As argued by [16], the commitment store
concept also provides a means to settle conflicts between arguers by making the
opponent commit to the proponent’s assertion or the proponent withdraws his
assertion. The dialogue-history keeps track of the history of moves made by the
arguers. This is a path in dialogue tree. Figure 1(b) shows the details of the
move Accept.

Fig. 1. (a)Communication Moves; (b)Details of Accept;(c) The protocol



3.2 The Protocol

Each time the student makes an assertion, TeachMed checks whether it agrees
with the assertion and whether it should reject it. The situation in which TeachMed
intervenes is determined by the pedagogic strategic rules, which we discuss later.
For the time being, let’s assume the rule is to intervene on every error. For ex-
ample, whenever the student generates a hypothesis not probabilistically related
to current evidences given the ID expert model, TeachMed rejects the assertion
by making an argument against it. The student may counter with her own argu-
ment against TeachMed’s argument. And so on, the argumentation can continue
until settling the initial disagreement.

Thus the settling of a disagreement could recursively spawn an argumentation
dialogue within a current one. Accordingly we define the argumentation protocol
using hierarchical state diagrams similar to statecharts [17, 18]. In the example of
Figure 1(c), we have different diagrams, some representing superstates in other
diagrams: proponent assert(PA), opponent assert(OA), proponent challenge re-
ject(PCR), proponent challenge assert(PCA), swap roles (SR), opponent re-
jection (OR) and opponent question(OQ). The entry point of each diagram is
shown by a black box. A superstate corresponding to a diagram is shown as
gray box. A normal state corresponds to a dialogue move. A circle indicates a
change in the roles of the arguers, switching from a proponent role (making an
assertion) to an opponent one (challenging an assertion), or vice-versa.

3.3 Computing Convincing Arguments

Given an assertion made by the student, TeachMed must decide whether to
reject or accept the student assertion. Here we follow Walton’s argumentation
theory [8] by specifying rules expressing how to respond to arguments made
by the opposing party in a two-participant argumentation. Precisely, we want
to model the rules for generating counterarguments by TeachMed to convince
the student. These argument generation rules, called test questions by Walton,
specify arguments that can challenge assertions made by the student - diagnostic
actions as well as utterance actions during a conflict settling dialogue.

An argument generation rule (AGR ) is a template rule for generating a
counterargument to a given assertion, consisting of:

– Parameters: Variables used in the template.
– Argument: The challenged argument.
– Context: A conjunction of predicates over the commitment store and prob-

lem solving state
– Premise: Premise of the counterargument (conjunction of predicates).
– Conclusion: Conclusion of the counterargument (predicate).
– Value: Preference value of the counterargument

The variables in the predicates must be defined in the parameters. We asso-
ciate preferences to the assertions made by the student and associate strengths



to arguments generated by the AGRs. The preference value indicates the value
of a specific decision making parameter in problem solving that is promoted by
the counterargument.

Fig. 2. Rules of test questions (a) and argument generation rules (b, c)

Given an assertion and a set of AGRs , we find a set of potential counterargu-
ments by matching the assertion with the assertion component of the AGRs and
the premise component with the context (problem solving state, commitment
store). If a match is obtained, the resulting instantiation is used uniformly to
replace the variables in the conclusion.

A convincing argument exists among this set of generated arguments if it
defeats the student’s argument but it is not defeated by any counterargument. To
calculate such argument we adopted a decision-theoretic argumentation method
from [11] – which is an extension of Dung’s argumentation [19] .

Figure 2(a) shows examples of AGRs. Rule 1 is applicable to counter evidence
gathered in order to justify a given a hypothesis. A pedagogic strategy for begin-
ners is to forbid them zigzagging between hypotheses (e.g., asking questions to
the patient related to one hypothesis, switching to another then coming back to
the previous, and so on). To enforce such a strategy, the teacher may require the
student to stick to one hypothesis as far as possible by exhausting the related
evidence [20]. Rule 2 is meant to enforce such a pedagogic strategy by countering
inappropriate changes of the current working hypothesis. This rule is matched
when the student asks a query related to a new hypothesis while the ID suggests
there are still evidences relevant to the current working hypothesis.



3.4 Move Selection

Given a convincing argument against the student’s assertion, a dialogue strat-
egy is needed to conveying the different parts of the arguments (premises and
conclusion) in form of an argumentation dialogue. Such strategies are specified
using an argumentation protocol, specified as a hierarchical transition diagram.
In practice, we specify a dialogue strategy by following a three-level methodology,
inspired from [12]:

1. maintain or alter focus of discussion
2. building own point of view or destroying the user’s view
3. adopting method to achieve the objective set at level 1 and 2.

Level 1 is appropriate where concepts like relevance are important [21]. Follow-
ing [22], at level 1, information of the student’s profile regarding preferences
among decision making parameters is taken into account. At level 2, build and
destroy strategies are encoded in the protocol. Building means making the user
to accept the proposition which shows TeachMed’s point of view. Destroying
means making the user withdraw of a proposition which indicates her point of
view. The two first levels include some pedagogic goals. The third level refers to
some domain dependent tactics which achieve those goals.

For example, the following rules are used at the third level to decide a move
for TeachMed in reaction to the student’s move:

– PA rules: If the student as proponent asserts an argument and TeachMed does
not find a convincing argument against it then the argument is accepted and
the dialogue ends (PA-1). Otherwise, TeachMed rejects the assertion through
a transition to the OR diagram (PA-2).

– OR rules: if the student rejects an argument then TeachMed challenges the
student through a transition to the PCR diagram to find the cause of conflict.

– PCR rules: if the student challenges the rejection of her argument by TeachMed,
then the TeachMed tries to resolve the conflict by using a destroy strategy or
a build strategy. If the destroy strategy has chosen, and a premise of the
convincing argument exists to which the student has not committed so far,
TeachMed begins asks a question on that premise through a transition to the
OQ diagram (PCR-1). Otherwise, if such premise does not exist, or the build
strategy is chosen, then TeachMed asserts the convincing argument through
a transition to the OA diagram (PCR-2).

– OA rules: if the student as opponent has asserted an argument then TeachMed
has to accept the assertion if it does not have a convincing counterargument
(OA-1). Otherwise, TeachMed indicates its conflict with the assertion by re-
jecting the asserted argument through the choice of a transition to the SR
diagram, which in turn leads to the OR diagram (OA-2).

We also have rules controlling backtracking after a child dialogue terminates.
For instance, if the terminated child dialogue was created by the OA diagram
invoked by the OQ diagram, and the proponent has committed to the assertion



made by the opponent, then this means that the opponent has succeeded in
applying a destroy strategy to justify the rejection. Therefore backtracking is
necessary to Reject state of the OR diagram of the parent. This gives the
proponent the opportunity to make another choice as response to the opponent’s
rejection.

4 Example

Let’s define the set of preferences V = {v1, v2, v3, v4, v5} with partial order v1 >
v2 > v3 > v4 > v5. Let’s then associate these preferences to pedagogic goals as
follows:

– v1: states evidence gathering actions must be consistent with medical knowl-
edge and the available patient information;

– v2 : evidence gathering actions should be minimized (e.g., take into ac-
count the monetary costs of lab tests; delays; and intrusive physical exams).
TeachMed evaluates this by taking into account the expect value of infor-
mation for queries.

– v3: the current working hypothesis should remain the focus until exhausting
related evidence;

– v4: most life-threatening hypothesis should be investigated first.
– v5: most likely hypothesis should be selected first.

Initially, TeachMed presents a patient to the student with short description
of the patient complain (e.g., ”patient complaining of abdominal pain”) together
with the vital signs. The student can initialize a differential diagnosis right away
based on the problem statement. In the scenario illustrated herein, a student was
presented with a pelvic inflammation case, the patient complaining of abdominal
pain. The ID is the same as in [1] and covers abdominal pains.

Figure 3 depicts an excerpt of the scenario with a trace of the internal infer-
ences behind the argumentation process. Until Step 4, the student was querying
the patient. The dialogue states (third column) and participant’s role (fourth
column) are those in Figure 1. The moves (fifth column) are those discussed in
Section 3.1. The rules (last column) are those in Section 3.4.

The student began with the hypotheses of Urinary Infection(UI), Sexual
Transmitted Disease(DST) and Appendicitis(AP). UI is the most probable hy-
pothesis and AP is the less probable one but is threatening to the patient’s
life. Thereafter, the student has started investigation of the UI (current working
hypothesis).

According to Step 1, the student’s action (proponent’s assertion M3), ini-
tiated the persuasive dialogue D1. TeachMed and the student synchronize the
start of new dialogue by the move Open and end it by the move Close. Based
on the PA diagram, TeachMed has to choose among two permitted moves: M5
and M7. As it does not find any argument against the student move, the rule
PA-1 is matched, and TeachMed agrees with the student’s assertion by making
the move M5. Note that, to provide a natural problem solving interaction for



the student, TeachMed remains silent when it accepts the student’s diagnostic
action.

Fig. 3. Medical Diagnostic Scenario. Shorthand notations: P (Proponent),
O(Opponent), BT (Backtracking)

Until Step 4, TeachMed has not found any conflict with the student’s ac-
tions (assertions). At Step 4, TeachMed notices inconsistencies between the evi-
dences and the hypotheses formulated by the student. This matches the counter-
argument B in Figure 2(b), which spawns further argumentation with the student
to settle the disagreement. This time, the rule PA-2 matches, so that among two
permitted moves (M5 and M7) TeachMed chooses M7, meaning it rejects the
student’s action (Step 5). In response, according to choices offered by the OR
diagram, the student has to choose among two moves M6 and M9. Permitted
moves are provided to the students through a menu selection.

All through steps 5 to 24 , the matched counter arguments and move selection
rules drove TeachMed towards persuading the student of her mistake and rem-
edy the situation. More specifically, from step 5 to 10 TeachMed uses only the
persuasive argument B of figure 2.b but after Step 10 it uses also the persuasive
argument E of figure 2.c since any assertion made by the student or TeachMed



starts a new persuasive dialogue. In this example, the student ends up accepting
that she had committed a mistake and switched back to the urinary infection.

5 Conclusion and Future work

In this paper we described an argumentation framework that can be integrated
to any ITS for conducting a persuasive dialogue with the student. Our framework
is still in a prototyping phase and still has some limitations. The above scenario
works as indicated in the current implementation. Arguable, the dialogue with
the student is still not yet realistic, mainly because the argument rule base
still needs significant fine tunings. In particular, the utterances made by the
students are actually text templates on move choices offered to him at the current
step of the interaction. Refinement of the dialogue transitions and the utterance
templates will contribute to making the dialogues more realistic.

The fact that an assertion made by a student can be challenged, from a
pedagogic point of view, it does not mean that ITS should indeed challenge it.
It can be very frustrating for a student to see ITS intervene on every error.
Rather, depending on pedagogic goals and constraints set by a teacher, the ITS
should intervene when a given number of errors with some level of severity have
accumulated. This provides another area of improvement.

Although still quite preliminary, the current experiment demonstrates the
potential of our approach in fostering learning by the student, by making her
reveal her understanding of current problem solving step, and leading her to
actively search in her knowledge to generate a convincing argument, reflect upon
it, and remedy to a situation. Besides improving the current implementation as
just mentioned, a crucial component of future works concerns an evaluation of
the argumentation capability to determine to what extent it indeed facilitates
diagnostic skill acquisition compared to some other types of training intervention.
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